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Abstract

We have built a new 3D Global Climate Model (GCM) to simulate Pluto as observed by New Horizons in 2015.
All key processes are parametrized on the basis of theoretical equations, including atmospheric dynamics and trans-
port, turbulence, radiative transfer, molecular conduction, as well as phases changes for N2, CH2 and CO. Pluto’s
climate and ice cycles are found to be very sensitive to model parameters and initial states. Nevertheless, a refer-
ence simulation is designed by running a fast, reduced version of the GCM with simplified atmospheric transport for
40,000 Earth years to initialize the surface ice distribution and sub-surface temperatures, from which a 28-Earth-year
full GCM simulation is performed. Assuming a topographic depression in a Sputnik-planum (SP)-like crater on the
anti-Charon hemisphere, a realistic Pluto is obtained, with most N2 and CO ices accumulated in the crater, methane
frost covering both hemispheres except for the equatorial regions, and a surface pressure near 1.1 Pa in 2015 with an
increase between 1988 and 2015, as reported from stellar occultations. Temperature profiles are in qualitative agree-
ment with the observations. In particular, a cold atmospheric layer is obtained in the lowest kilometers above Sputnik
Planum, as observed by New Horizons’s REX experiment. It is shown to result from the combined effect of the topo-
graphic depression and N2 daytime sublimation. In the reference simulation with surface N2 ice exclusively present
in Sputnik Planum, the global circulation is only forced by radiative heating gradients and remains relatively weak.
Surface winds are locally induced by topography slopes and by N2 condensation and sublimation around Sputnik
Planum. However, the circulation can be more intense depending on the exact distribution of surface N2 frost. This is
illustrated in an alternative simulation with N2 condensing in the South Polar regions and N2 frost covering latitudes
between 35◦N and 48◦N. A global condensation flow is then created, inducing strong surface winds everywhere, a
prograde jet in the southern high latitudes, and an equatorial superrotation likely forced by barotropic instabilities in
the southern jet. Using realistic parameters, the GCM predict atmospheric concentrations of CO and CH4 in good
agreement with the observations. N2 and CO do not condense in the atmosphere, but CH4 ice clouds can form during
daytime at low altitude near the regions covered by N2 ice (assuming that nucleation is efficient enough). This global
climate model can be used to study many aspects of the Pluto environment. For instance, organic hazes are included
in the GCM and analysed in a companion paper (Bertrand and Forget, Icarus, this issue).

1. Introduction1

Only six terrestrial bodies in our solar system (Venus, Earth, Mars, Titan, Triton, Pluto) possess an atmosphere2

thick enough to be governed by the same equations of meteorology as on Earth, or able to support clouds or hazes.3

Among them, Pluto presents a unique case, with an atmosphere significantly warmer than the underlying surface,4

∗Corresponding author. E-mail: forget@lmd.jussieu.fr
∗∗now at Laboratoire d’Astrophysique de Bordeaux, Univ. Bordeaux, F-33270 Floirac, France

Preprint submitted to Icarus December 5, 2016



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

long radiative timescales, and a circulation dominated by condensation/sublimation process of the main atmospheric5

component. Studying this exotic case can provide new insight into the physics of terrestrial atmosphere.6

The observations made by the New Horizons spacecraft have revealed the nature of the surface of Pluto and have7

provided unprecedented constraints on the state of the atmosphere in 2015 (Stern et al., 2015; Gladstone et al., 2016;8

Grundy et al., 2016; Moore et al., 2016). Within that context, it is now interesting to test our ability to create a 3D9

numerical simulator of the Pluto climate system, analogous to the climate models already used on the Earth as well as10

on Mars, Venus and Titan. Conversely, the output of such a Global Climate Model is useful to interpret the available11

atmospheric measurements, and can even shed light on some geological observations.12

1.1. Pluto’s ices and atmosphere observations13

The presence of a significant atmosphere on Pluto was demonstrated in 1988 by observing a stellar occultation14

by Pluto (Hubbard et al., 1988; Elliot et al., 1989). This atmosphere was predicted to be mainly composed of molec-15

ular nitrogen in vapour-pressure equilibrium with N2 ice deposits observed on the surface. In 2015, New Horizons16

determined a pressure of about 10 µbar, i.e. 1 Pa (Hinson et al., 2015b; Gladstone et al., 2016). However, a series17

of stellar occultations conducted since 1988 have shown that the pressure at a specific reference level (e.g. 1275 km18

from Pluto’s center) has increased by a factor of three during that period (Elliot et al., 2003a,b; Olkin et al., 2015),19

suggesting a similar rise of the surface pressure.20

Prior to the New Horizons flyby, spectroscopic observations had demonstrated that, in addition to N2 ice, Pluto’s21

surface is covered by patches of CH4 and CO ices (Owen et al., 1993; Douté et al., 1999; Grundy et al., 2013).22

New Horizons was able to map these ices and revealed that the main reservoir was a thick ice cap informally named23

Sputnik Planum, with thinner N2 frost covering the mid-northen latitudes and CH4 frost possibly everywhere except24

in the equatorial dark regions (Grundy et al., 2016).25

Accordingly, CH4 and CO gas were observed from Earth to be present in present-day Pluto’s atmosphere (Young26

et al., 1997; Lellouch et al., 2009, 2011a, 2015, 2016), with, during the 2008-2012 period, volume mixing ratios near27

0.05% for CO and 0.5% for CH4. (Lellouch et al., 2011a, 2015). CH4 has also been oberved by New Horizons Alice28

spectrograph. in 2015 and estimated to range between 0.6 and 0.84 % in the lower atmosphere (Gladstone et al.,29

2016). Using the hydrostatic equation, atmospheric temperature profiles have been derived from vertical density30

profiles retrieved from Earth-based stellar occultations (Elliot et al., 1989, 2003b, 2007; Person et al., 2008; Young31

et al., 2008; Dias-Oliveira et al., 2015; Sicardy et al., 2016), and from radio and solar occultations performed by32

New Horizons (Hinson et al., 2015b; Gladstone et al., 2016). The latest stellar occultations and New Horizon’s33

data consistently show that the temperature profile is characterized by a steep temperature gradient in the lower34

atmosphere, with temperature increasing from surface values (38 to 55 K) at 0 km to about 110 K at 20 km. This35

3



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

has been interpreted as resulting from the absorption of near-infrared solar radiation by gaseous methane (Yelle and36

Lunine, 1989; Strobel et al., 1996). Above 30 km, the temperature appears to decrease with altitude to reach about37

70-80 K around 200 km (Dias-Oliveira et al., 2015; Gurwell et al., 2015; Gladstone et al., 2016). Such a structure38

requires infrared-cooling species acting only at a specific altitude range. C2H2 and HCN – respectively detected by39

New Horizons (Gladstone et al., 2016) and from the ground (Lellouch et al., 2016) – have been proposed, but the40

details of exactly how Plutos upper atmosphere is being cooled remains poorly understood (Gladstone et al., 2016).41

Finally, stellar occultation observations suggest that the temperature profiles are affected by oscillation that can be42

related to gravity waves or thermal tides (Elliot et al., 2003b; Person et al., 2008; Toigo et al., 2010).43

1.2. 3D Modelling of the Pluto surface-atmosphere system44

To improve our understanding of the complex Pluto surface-atmosphere system, we have built a new Global45

Climate Model (GCM) including a full simulation of the nitrogen, methane, and carbon monoxide cycles. This GCM46

computes the temporal evolution of the variables which control the meteorology and the climate of the planet in47

different points of a 3D grid covering the entire atmosphere. On the Earth, GCMs have been applied to weather48

forecasting and climate change projections. Because these models are almost entirely built on physical equations49

(rather than empirical parameters), several teams around the world have been able to succesfully adapt them to the50

other terrestrial planets or satellites that have a solid surface and a thick enough atmosphere. The Pluto GCM presented51

in this paper is derived from the LMD Global Climate Model of planet Mars (Forget et al. 1999) which has been used52

for numerous applications including simulating CO2 ice caps analogous to Pluto’s N2 ice caps (Forget et al. 1998),53

the thermosphere (Gonzalez-Galindo et al., 2009), photochemistry (Lefevre et al. 2008) or paleoclimatology (e.g.54

Forget et al. 2006). The LMD GCM has been adapted to Venus (Lebonnois et al., 2010) and Titan (Hourdin et al.55

1995, Lebonnois et al. 2012). All these GCMs have been able to predict or accurately reproduce the observed thermal56

structure and circulation, giving us some confidence in its ability to predict the characteristics of the Pluto atmosphere57

in spite of the scarcity of observations.58

For Pluto, after the simplified General Circulation Model (without phase changes) presented by Zalucha and59

Michaels (2013) for Pluto and Triton, a realistic model was developed by Toigo et al. (2015) a few months before60

the New Horizons encounter. This model includes a “robust treatment of nitrogen volatile transport”, and initializes61

the full GCM using a two dimensional surface volatile exchange model and a one-dimensional radiative-conductive-62

convective model. In this paper we present a new model with a different origin and which benefits from the New63

Horizons observations. We include an improved N2 condensation-sublimation scheme, the full CO and CH4 cycles,64

and explore the effect of topography. Nevertheless, we use an analogous strategy for the initialization.65
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In Sections 2, we provide a detailed description of the different components of our Pluto Global Climate Model,66

and in Section 3 we discuss how the different model parameters were chosen and how the 3D GCM is initialized for67

our two baseline simulations. The model results for temperature and winds and for the CH4 and CO cycles are then68

presented in Sections 4 and 5, before the conclusion.69

2. Model description70

2.1. Generalities71

As mentioned above, our Pluto Global Climate Model is derived from the LMD Mars GCM (Forget et al., 1999) ,72

with several new parameterizations. Its core is a hydrodynamical code dedicated to the temporal and spatial integration73

of the equations of hydrodynamics, used to compute the large scale atmospheric motions and the transport. The74

equations are solved using a finite difference scheme on an “Arakawa C” grid (Arakawa and Lamb, 1977). Such a75

scheme is equally valid for the Earth, Mars or Pluto. Therefore the hydrodynamical core has not been modified for76

Pluto. While the estimated surface pressure on Pluto (10 µbar or 1 Pa) is much lower than on the Earth or even on77

Mars, the atmosphere is thick enough to be modeled with the primitive equations of meteorology used in the model.78

In fact, it is generally found that GCMs dynamical cores are valid almost up to the exobase. For instance, on Mars our79

dynamical core has been used sucessfully up to the thermosphere at pressures lower than 10−7 Pa (González-Galindo80

et al., 2009).81

In this paper, we present simulations with a horizontal grid of 32×24 points to cover the planet, that is a grid-point82

spacing of 7.5◦ latitude by 11.25◦ longitude. The corresponding spatial resolution is of about 150 km, which is equal83

or better to the typical resolution used in planetary GCMs, and which is sufficient to resolve possible planetary waves.84

We also performed simulations with a doubled resolution (64×48) and even an experimental run with a 360×180 grid,85

and did not find any fundamental differences in the results that could change the conclusions of this paper. Their86

analysis is out of the scope of this paper and will be presented in a future article, in which we will take into account87

a more realistic topography. In the vertical, the model uses the terrain-following “sigma” coordinate system in finite88

difference form (i.e. each layer is defined by a constant value of the ratio pressure devided by surface pressure). 2589

levels are typically used. In the baseline model, most of the levels are located in the first 15 km to obtain a good90

resolution close to the surface, in the boundary layer. The altitude of the first mid-layers are 7 m, 15 m, 25 m, 40 m,91

80 m etc.. Above 10 km, the resolution is about one scale height, with the upper pressure level equal to 0.007 times92

surface pressure, i.e. up to 250 km. (Note that in a companion paper dedicated to the study of atmospheric hazes93

Bertrand and Forget (2016), the top of the model is extended to about 600 km to include the altitudes of methane94

photolysis).95
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2.2. Radiative transfer96

The incident insolation upon each modeled atmospheric column is calculated at each timestep, taking into account97

the variation of the Pluto-Sun distance throughout its orbit, the seasonal inclination and the diurnal cycle.98

While N2 is the major constituent of the atmosphere of Pluto, its radiative effects are neglected in the lower99

atmosphere since N2 is transparent at solar and infrared wavelengths. Nevertheless we account for (1) the radiative100

heating and cooling by CH4, which can vary in space and time depending of the results of the methane cycle model101

(see section 2.8) (2) cooling by the thermal infrared rotational lines of CO, which volume mixing ratio is prescribed102

at 0.05 % everywhere (Lellouch et al., 2011a, 2016) and 3) the effect of other infrared emitting species in altitude.103

2.2.1. Radiative transfer through CH4 and CO104

For CH4 and CO, we use a correlated k-distribution radiative transfer model, with 17 spectral bands in the thermal105

infrared and 23 for solar wavelengths. The bands are designed to well represent the 1.6, 2.3 and 3.3 µm CH4 vibra-106

tional bands in the near infrared as well as the 7.6 µm CH4 emission band in the thermal infrared. To calculate the107

k absorption coefficients in each bands, high resolution line-by-line spectra combining CO and CH4 were computed108

from the HITRAN 2012 database using the open-source “kspectrum” tool. Spectra and k coefficients were calculated109

to fill a look up table matrix (from which the k coefficients are interpolated by the GCM in each spectral band) compris-110

ing 8 temperatures × 7 log-pressure × 7 CH4 volume mixing ratio grid, with T = {30, 40, 50, 70, 90, 110, 150, 200} K,111

p = {10−4, 10−3, 10−2, 10−1, 1, 10, 100} Pa, and [CH4]= {10−4, 10−3, 5× 10−3, 10−2, 5× 10−2, 10−1, 5× 10−1} kg/kg. We112

found that no less than 33 points were needed for the g-space integration to get accurate results throughout the matrix113

space (g is the cumulated distribution function of the absorption data for each band).114

2.2.2. Non Local Thermal Equilibrium processes115

In the low-pressure, low temperature Pluto environment, a major difficulty (and therefore uncertainty) in the116

radiative transfer calculations results from the fact that the methane lines can be far from Local Thermal Equilibrium117

(LTE). It is not the case of CO rotational lines which are assumed to remain in LTE for the pressure levels that we118

model in this paper.119

To account for non-LTE effects for the 7.6 µm CH4 band, we modify the LTE cooling rates obtained with the120

correlated k-distribution radiative transfer model as in Strobel et al. (1996). However, the total CH4 cooling rates we121

obtain are found to be much lower than shown in Strobel et al. (1996), and significantly smaller than the CO cooling122

rates. This is also found in recent models from the same authors (D. Strobel, personnal communication) The difference123

is thought to result from the updated spectroscopic database (HITRAN 2012 vs HITRAN 1986) and the fact that the124
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temperatures used in Strobel et al. (1996) are larger than here. The uncertainties on the NLTE calculations for the125

7.6 µm CH4 band have thus a limited effect on our results.126

For the near-infrared solar bands, we first reproduced the calculations from Strobel et al. (1996) updated by Za-127

lucha et al. (2011) for each of the 2.3 and 3.3 µm bands. We had no information on the 1.6 µm band. Within that128

context, and given the overall uncertainty in the NLTE calculations (Boursier et al., 2003), we authorized some empir-129

ical modifications of the theoretical NLTE variations with atmospheric density (while keeping the theoretical shape)130

to adjust the heating rates in order to get temperatures closer to the thermal structure observed by New Horizons.131

Therefore, the ability of our GCM to roughly reproduce the observed mean thermal structure should not be regarded132

as a success of our radiative transfer model. In practice, we multiply the total CH4 heating rate provided by the LTE133

radiative transfer code by a vertically varying non-LTE efficiency coefficient εNLTE.134

εNLTE = 0.1 +
0.9

1 + ρ.55/ρ
, (1)

with ρ the atmospheric density (kg m−3), and ρ.55 the reference density for which εNLTE = 0.55. After tuning, we set135

ρ.55 = 2 × 10−6 kg m−3.136

2.2.3. Additional radiative coolers137

As mentioned in the introduction, the presence of radiatively cooling species at a specific altitude has been sug-138

gested to explain the decrease of temperature above 30 km (Dias-Oliveira et al., 2015; Gladstone et al., 2016). Using139

the cooling-to-space approximation, we phenomenologically represent this effect with the following cooling rate for140

pressures below 0.12 Pa:141

∂T
∂t

= −5 × 10−11 B(λ0,T ) (2)

with T the atmospheric temperature (K) and B(λ0,T ) the Planck function (in W m−2 µm−1 sr−1) at wavelength λ0.142

We use λ0 = 14 µm since the main emission bands of the most likely cooling species C2H2 and HCN (Gladstone et al.,143

2016) are respectively centered at 13.7 and 14.05 µm (we here neglect the rotational bands of HCN at submillimeter144

wavelengths). The value −5 × 10−11 was chosen to simulate a moderate cooling yielding temperatures below 90 K in145

our reference simulation.146

2.3. Atmospheric molecular thermal conduction and viscosity147

We account for the effect of molecular conduction on temperature and molecular viscosity on winds. Both pro-148

cesses are governed by similar equations. Assuming the plane-parallel approximation, for thermal conduction we149
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get:150

∂T
∂t

=
1
ρcp

∂

∂z

(
k
∂T
∂z

)
(3)

where T is the temperature (K), ρ the density (kg m−3) and k the thermal conduction coefficient (J m−1 s−1 K−1),151

expressed as k = k0T s, with k0 = 5.63 × 10−5 J m−1 s−1 K−(1+s) and s = 1.12 (Hubbard et al., 1990).152

For molecular viscosity:153

∂S
∂t

=
1
ρ

∂

∂z

(
µ
∂S
∂z

)
(4)

where S stands for the components of the horizontal wind (m s−1) and µ is the coefficient of molecular viscosity154

(kg m−1 s−1), that is related to the thermal conduction coefficient by k = 1
4 [9cp −5(cp −R)]µ. Given its similarity, both155

equations are discretized and solved using the same implicit numerical schemes.156

2.4. Surface temperatures and thermal conduction in the subsurface157

Surface temperature evolution Ts is governed by the balance between solar insolation, thermal emisssion in the158

infrared, latent heat exchanges (see section 2.6), sensible heat flux from the atmosphere (usually negligible on Pluto,159

but taken into account in the model) and thermal conduction in the soil. On a weakly irradiated body like Pluto, the160

radiative fluxes are small compared to the internal heat stored in the ground. In particular, the subsurface heat stored161

during one season can play a major role in the control of the surface temperature at the opposite season.162

The heat flux from and to the subsurface is computed using a classical model of the evolution of the subsurface163

temperatures T as a function of time t and depth z. It satisfies the following equation:164

C
∂T
∂t

=
∂

∂z

[
λ
∂T
∂z

]
(5)

where λ is the heat conductivity of the ground, (J s−1 m−1 K−1) and C the ground volumetric specific heat (J m−3
165

K−1). This equation is solved using a finite differences approach and an implicit Euler scheme. The key parameter166

which controls the influence of the subsurface heat storage and conduction on the surface temperature is the thermal167

Inertia I =
√
λC. In practice, we thus use I as the key model parameter, assuming a constant value for C=106 J m−3

168

K−1 and making λ vary accordingly.169

On Pluto the discretization requires a special attention compared to the Earth or Mars because one need to simul-170

taneously capture 1) the short period diurnal thermal waves in the near-surface, low thermal inertia terrain and 2) the171

much longer seasonal thermal waves which can penetrate deep in the high thermal inertia substrate. In this paper,172
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we assumed a relatively low diurnal thermal inertia Iday = 50 J s−1/2 m−2 K−1, slightly higher than the 20 to 30 SI173

range reported by Lellouch et al. (2011b) from their Spitzer data analysis. For the seasonal thermal inertia, we set174

Iyear = 800 J s−1/2 m−2 K−1, which corresponds to a low porosity ice/rock-like substrate.175

The skin depth of a thermal wave of period P (s) is:176

δP =
I
C

√
P
π

(6)

The modeled diurnal and annual skin depths are thus 0.02 m and 40 m respectively. To represent this accurately,177

the subsurface is divided into N = 22 discrete layers, with a geometricaly stretched distribution of layers with higher178

resolution near the surface and a coarser grid at depth:179

zk = z1 2k−1 (7)

where z1 = 1.414 × 10−4 m is the depth of the first layer. The deepest layer depth is thus near 300 m.180

2.5. Mixing in the boundary layer181

Turbulent mixing and convection are parameterized as in Forget et al. (1999). In practice, the boundary layer182

dynamics is accounted for by a Mellor and Yamada (1982) unstationary 2.5-level closure scheme, used to compute183

turbulent mixing coefficients induced by wind shears depending on the temperature profile stability and the evolution184

of turbulent kinetic energy. It is completed by a “convective adjustment” scheme which rapidly mixes the atmosphere185

in the case of unstable temperature profiles (rare on Pluto).186

Turbulence and convection mix energy (potential temperature), momentum (wind), and tracers (gases and aerosols).187

In the surface layer, the turbulent surface flux is given by188

F = ρCdU1(q1 − q0), (8)

where q1 and q0 are the variable values in the first atmospheric layer and at the surface (q0 = 0 for winds), U1 is the189

horizontal wind velocity in the first layer, and Cd is the drag coefficient. Because of the small depth of the first layer190

z1, we assume that the wind profile in the first meters above the surface is logarithmic and not influenced by stability,191

and simply use192

Cd =


κ

ln z1
z0


2

(9)

where κ is the von Karman constant (κ = 0.4) and z0 is the roughness coefficient, set to z0 = 0.01 m everywhere like193

9
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in the Mars GCM (Forget et al., 1999).194

Turbulent mixing is negligible outside the boundary layer (which is often shallow on Pluto because of the positive195

lapse rate above the surface). In our GCM there is no other vertical “eddy diffusion” process. In particular, species196

are only transported upwards by the large scale circulation.197

2.6. N2 Condensation and Sublimation198

The condensation and sublimation of nitrogen ice must be carefully computed in the Pluto environment. The199

amount of energy and the relative mass of the atmosphere involved in phases changes at each timestep can be very200

significant. Locally, it not only changes the surface temperature and pressure, but it also modifies the structure of201

the boundary layer by ”pumping” the air when condensation occurs on the surface, and by releasing large amount of202

cold, pure nitrogen (with no horizontal velocity) when N2 sublimes. Our scheme is adapted from Forget et al. (1998).203

However, we found it necessary to make several changes in the equations to better represent the intense condensation204

and sublimation at the surface of Pluto.205

The variation of the condensation temperature Tc with nitrogen partial pressure PN2 is derived from the thermody-206

namic relations computed by Fray and Schmitt (2009), taking into account the transition from the α to the β crystalline207

form near 35.61 K (corresponding to PN2 = 0.53 Pa):208

if PN2 < 0.53 Pa : Tc =

[
1

35.600
− 296.925

1.09LN2
ln

( PN2

0.508059

)]−1

(10)

if PN2 > 0.53 Pa : Tc =

[
1

63.147
− 296.925

0.98LN2
ln

( PN2

12557.

)]−1

(11)

with LN2 = 2.5.105 J kg−1 the latent heat of condensation for nitrogen.209

2.6.1. Surface Condensation and sublimation210

The condensation and sublimation of nitrogen on the ground is primarily controlled by energy and mass conser-211

vation. At a given timestep, if the surface temperature predicted by radiative and conductive balance T ∗0 falls below212

the condensation temperature at surface pressure Tc0, an amount δm0 (kg m−2) of N2 condenses, releasing the latent213

heat required to keep the solid-gas interface at the condensation temperature (T0 = Tc0):214

δm0 =
cs

(LN2 + cp(T1 − Tc0))
(Tc0 − T ∗0 ) (12)

10
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cs is the surface heat capacity (in J m−2 K−1), cp the air specific heat at constant pressure (set to 1040 J kg−1 K−1
215

for N2) and LN2 the latent heat of N2 (2.5 105 J kg−1).216

The term cp(T1 − Tc0) (J kg−1) corresponds to the extra heat brought by the atmosphere (assumed to be at tem-217

perature T1 in the first model layer) when cooled to the condensation temperature Tc0 just above the surface. Because218

Pluto’s lower atmosphere is a warm stratosphere lying just above a surface, we found that this term can be significant.219

With T1 typically 10 K above Tc0 when N2 condenses in the topics, it reaches 4% of the latent heat. Conversely, when220

surface N2 ice predicted temperature T ∗0 is above the frost point Tc0, N2 sublimes and δm0 is negative:221

δm0 =
cs

LN2
(Tca0 − T ∗0 ) (13)

We set T0 = Tc0, unless all the local ground ice of mass m0 (kg m−2) completely sublimes. We then set δm0 = −m0222

and the new surface temperature is expressed as: T0 = T ∗0 − LN2 m0/cs The formation or disapearance of nitrogen ice223

on the substrate is taken into account in the calculations of the surface albedo and emissivity.224

2.6.2. Atmospheric Condensation and sublimation225

In the atmosphere, things are, in theory, more complex. The condensation of a gas involves various microphysical226

processes: supersaturation, nucleation, crystal growth, sedimentation, etc... In our model, we have kept the detailed227

Mars GCM CO2 ice sheme described in the appendix of Forget et al. (1998) and directly adapted it to N2 ice. Su-228

persaturation is neglected and atmospheric condensation and sublimation are computed using energy conservation229

principles as above. We do not simulate the growth and transport of nitrogen ice particles. Instead, after condensing230

at a given model level, we assume that N2 ice falls through the atmospheric layers located below it (where it can231

sublimate), possibly down to the ground within a model timestep.232

Because the atmosphere is warmer than the surface most of the time, we have found that atmospheric condensation233

is a processes of little importance on Pluto as we model it with a 150 km resolution. In reality, ascending motions234

induced by local slopes or gravity waves could trigger condensation in N2 ice covered regions. We will explore that235

in future versions of the model.236

2.6.3. Computing mass, momentum and heat vertical fluxes induced by N2 condensation and sublimation237

The condensation and sublimation of nitrogen induce significant transport of air (mass, heat, momentum, tracers)238

through the model layers as well as to and from the surface. These processes must be taken into account on Pluto239

where an atmospheric layer of several tens of meters thick can undergo a phase change at each timestep. The numerical240

resolution of these processes in the “σ” vertical coordinates used in the GCM (see Section 2.1) is given in the appendix.241
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2.7. Organic hazes242

New Horizons revealed the presence of extensive hazes thought to be primarily composed of organic particles243

indirectly produced by methane photolysis. Our GCM includes a model of the formation and transport of these244

particles. This model and its outputs are described and analyzed in a companion paper by Bertrand and Forget (2016),245

and not detailed here.246

2.8. Methane cycle and CH4 ice clouds247

The 3D evolution of CH4 on the surface and in gaseous and solid phase in the atmosphere is simulated taking248

into account 1) the condensation and sublimation at the surface and in the atmosphere (see below), 2) the transport249

by the general circulation using the “Van-Leer I” finite volume scheme from Hourdin and Armengaud (1999), 3) the250

mixing in the atmosphere by turbulent diffusion and possibly convection (see Section 2.5), and 4) the gravitational251

sedimentation of CH4 ice particles (see below).252

2.8.1. Surface condensation and sublimation.253

The mass fluxes of methane to and from the atmosphere are computed using Eq. 8, with q0 and q1 the mass254

mixing ratios (kg/kg) just above the surface and in the middle of the atmospheric first layer, respectively. Note that255

an important consequence of Equation 8 is that the sublimation rate of methane is proportional to the horizontal wind256

velocity in the lower atmosphere.257

When pure methane is on the surface, q0 is set equal to the saturation vapour pressure mass mixing ratio of methane258

qsat CH4, calculated as a function ot temperature T (K) and pressure p using the following expression derived from Fray259

and Schmitt (2009):260

qsat CH4 = 0.117 × 105e
6.12×105

R (1/90.7−1/T ) × MCH4

Mair
× 1

p
(14)

Here MCH4/Mair is the ratio of molecular masses use to convert volume mixing ratio into mass mixing ratio and261

R = 8.314/MCH4 = 519 m2 s−2 K−1 the methane gas constant. When both methane and nitrogen ices are present262

on the surface and methane is subliming, we assume that methane is diluted in a solid solution N2:CH4 with 0.3%263

of methane (Merlin, 2015). Applying Raoult’s law, we thus set q0 = 0.005qsat CH4 If the total amount of methane on264

the surface is sublimed within a model timestep, the flux to the atmosphere is limited accordingly. If no methane ice265

is present on the surface, then q0 = q1 if q1 < qsat CH4 (no condensation) and q0 = qsat CH4 if q1 > qsat CH4 (direct266

condensation onto the surface). The latent heat released by methane surface condensation and sublimation is taken267

into account in the surface energy budget assuming a latent heat LCH4 = 5.867 × 105 J kg−1 (Fray and Schmitt, 2009).268
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2.8.2. Atmospheric condensation and CH4 cloud formation269

Methane can also condense (and then sublimate) in the atmosphere when the CH4 mixing ratio exceeds the satu-270

ration mixing ratio provided by Equation 14. We do not know if CH4 can easily nucleate or if large super-saturation271

is required. Organic particles resulting from the photochemistry in the upper atmosphere probably offer condensation272

nuclei suitable for heterogeneous condensation. In the GCM we assume that all atmospheric methane in excess of273

saturation condenses to form ice cloud particles.274

The amount of latent heat released by methane condensation or sublimation is far from being negligible. We find275

that it can locally change the atmospheric temperature by more than 10 K. Moreover, latent heating actually limits the276

amount of methane that condenses when the atmosphere is supersaturated. If CH4 condensation is calculated without277

simultaneously taking into account latent heat release, or using an explicit numerical scheme, the model predicts very278

unrealistic temperatures (e.g. changes larger than several tens of Kelvins within one timestep), leading to unrealistic279

condensation rates. In practice, at each model timestep, when the methane mass mixing ratio qCH4 is detected to280

exceed saturation (or if methane ice is already present), one must simultaneously calculate the temperature at the281

end of the timestep, T ′, as influenced by the condensation/sublimation and the corresponding saturation mixing ratio282

qsat CH4(T ′). For this purpose we numerically determine T ′ by solving the following equation:283

T ′ = T + [qCH4 − qsat CH4(T ′)]
LCH4

cp
(15)

The change in CH4 gas and ice mass mixing ratios (kg/kg) are then given by284

δqCH4 = −δqice = (qsat CH4(T ′) − qCH4), (16)

unless all the atmospheric CH4 ice is sublimed (and T ′ is adjusted accordingly).285

Once the mass mixing ratio of CH4 ice qice is known, the ice is distributed to form ice cloud particles around cloud286

condensation nuclei (CCN). We assume that the number of cloud condensation nuclei [CCN] per mass of atmosphere287

(kg−1) is constant throughout the atmosphere. Assuming that the cloud particle size distribution is monodispersed in288

each volume element, the cloud particle radius r is then given by:289

r = (
3qice

4πρice [CCN]
+ r3

[CCN])
1/3 (17)

with ρice the CH4 ice density (520 kg m−3), and r[CCN] the radius of the CCN set to 0.2 µm.290

Once r is known, the cloud particle sedimentation velocity is calculated using Stokes law corrected for low pres-291
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sure by the Cunningham slip-flow correction (Rossow, 1978). The calculated particle radius, r, is also used to estimate292

the apparent opacity of the clouds. However, we neglected the radiative effect of the clouds in this paper.293

[CCN] is clearly a key parameter which directly controls the properties of the clouds and their sedimentation. What294

is the possible range of [CCN]? On the Earth, the number mixing ratio of activated cloud condensation nuclei in the295

troposphere ranges between 106 kg−1 (for low saturation in clean polar air) and 1010 kg−1 (polluted air mass)[Hudson296

and Yun, 2002, Andreae, 2009]. It is significantly lower for icy cirrus clouds (<104 kg−1) [e.g. Demott et al. 2003]297

. On Pluto, it is likely that the organic haze particles may serve as CCN. In Bertrand and Forget (2016) we discuss298

the possible range of the mass mixing ratio for these particles. However, the actual number mixing ratio strongly299

depends on the degree of aggregation of the monomers and on their activation, which is poorly known. In our baseline300

simulations, we assumed [CCN]=105 kg−1.301

2.9. CO cycle302

The CO cycle is computed using the same parameterizations than for methane, modified to use the CO properties:303

the CO latent heat is set to LCO = 2.74 × 105 J kg−1 and the saturation mass mixing ratio qsat CO, is calculated as304

a function of temperature T (K) and pressure p (Pa) using the following expression derived from Fray and Schmitt305

(2009):306

qsat CO = 0.1537 × 105e
2.74×105

R (1/68.1−1/T ) × MCO

Mair
× 1

p
(18)

Here MCO/Mair is the ratio of molecular masses use to convert volume mixing ratio into mass mixing ratio and307

R = 8.314/MCO = 296.8 m2 s−2 K−1 the CO gas constant.308

CO is almost as volatile as N2 and thus much more volatile than CH4. In practice,we found that CO only condenses309

when N2 ice is present at the surface, and never forms pure CO deposits. A key parameter controlling the CO is thus310

the CO mixing ratio in the surface N2:CO ice solutions. This ratio has been estimated remotely using spectroscopic311

investigations of Pluto. Following the recent analysis of Very Large Telescope observations by Merlin (2015), we set312

this ratio to 0.3%.313

3. Model initialization and choice of key parameters314

Even if we had designed a perfect model of the processes at work in the Pluto environment, simulating Pluto315

would remain challenging. First, in spite of the New Horizons’ achievements, several key parameters remain too316

poorly known to be used ”as observed” (e.g., the global topography). Second, unlike on Mars, the Earth or even317

Venus, the timescales involved in the evolution of the climate system at Pluto are so long that it is difficult to reach a318
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realistic model state insensitive to the initial state, even after running the model for weeks of computer time. Here we319

describe how we deal with these issues.320

3.1. Topography321

In our baseline simulations we assume a mostly flat surface except that we placed a 3800 m-deep circular crater322

roughly at the location of Sputnik Planum (in agreement with Moore et al., 2016) as well as two smaller craters323

corresponding to the informally-named Burney crater (1000 m deep) and Guest crater (800 m deep). See Fig. 1.324

As discussed below, we also performed sensitivity runs with a perfectly flat topography, and with two additional325

hypothetical 4 km-high, 800 km wide mountains that we put on the hemisphere opposite to the one better observed326

by New Horizons (in addition to the three craters mentioned above).327

3.2. Initial Subsurface temperatures and ices distribution on the surface328

On Pluto, the distribution of surface ices and subsurface temperatures (which plays a key role in the Pluto environ-329

ment) are the outcome of thousand of years of evolution (Hansen and Paige, 1996; Young, 2013; Toigo et al., 2015).330

Running the GCM for such a long duration is not feasible. However, initializing the model with prescribed subsurface331

temperatures and surface ice deposits unrelated to a natural surface evolution may be very unrealistic.332

To deal with this issue, as described in Vangichith and Forget (2011) and like Toigo et al. (2015), we designed a333

reduced version of the GCM in which the 3D atmopsheric transport and dynamics are replaced by a simple global334

mixing function for N2, CH4 and CO. Such a model works well on Pluto because the surface energy balance is not335

significantly sensitive to the atmospheric sensible heat flux and to the radiative transfer through the air. Without336

atmospheric dynamic and complex radiative transfer to deal with, we can perform much faster numerical simulations337

spanning more than 40,000 Earth years with the same horizontal grid, the same subsurface model, and the same338

surface/atmosphere volatiles exchange parametrizations than with the full GCM.339

The details of this reduced model, its validation and the results that we have obtained are described in a separate340

paper Bertrand and Forget (2016). The key finding is that when we assume a topography map as described above341

(Fig. 1) with a 3800 m-deep “Sputnik Planum”-like basin and a seasonal ground thermal inertia larger than 800 J m−3
342

K−1, after 40,000 Earth years the seasonal cycle repeats itself every year with all the nitrogen and CO ices trapped343

in the “Sputnik Planum”-like basin. This results from the fact that nitrogen preferentially condenses at lower altitude344

where the surface pressure is higher, inducing higher condensation temperature and thus enhanced thermal infrared345

cooling. In this model, methane still undergoes a seasonal cycle and makes seasonal deposits in both hemispheres,346

except in an equatorial belt which remains frost-free. Using the set of parameters described in Section 3.4 we establish347

a realistic, equilibrated initial state for the surface N2, CH4 and CO deposits and subsurface temperatures.348
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3.3. Sensitivity to initial atmospheric temperatures and winds349

Once the surface ices and subsurface temperatures have been initialized with the reduced GCM, the full 3D GCM350

should be run long enough to reach a realistic regime insensitive to the initial state assumed for the atmosphere.351

This is challenging because of the long radiative time-scale of the Pluto atmosphere (several Earth years) and the time352

required to reach established methane and CO cycles in equilibrium with the surface reservoir. Sensitivity experiments353

performed with various initial temperatures, winds, and atmospheric CH4 and CO contents showed that it takes about354

20 years for two simulations initiated with two temperature profiles chosen at the end of the realistic possibilities (e.g.355

differing by 30 K) to differ by less than 2 K. On this basis, we start our simulations at the end of Earth year 1988 and356

analyse the results after 2010. The convergences of the CO and CH4 cycles are discussed in Section 5.357

3.4. Two kind of simulations358

In this paper, we describe two kinds of simulations, with and without nitrogen condensation in the south polar359

region in 2015.360

3.4.1. Reference simulation, without N2 condensation at the south pole361

For the first simulation, we directly use the initial state obtained for Earth date 1988 after 40,000 Earth years of362

simulated climate history performed with the reduced model.363

As described by Hansen and Paige (1996) and Young (2013), the evolution of pressure is sensitive to the surface364

N2 ice radiative properties. Some tuning was performed to select a reference value for the N2 ice albedo AN2 and365

emissivity εN2 within the range of possible values. By choosing AN2 = 0.67 and εN2 = 0.85, we obtained an366

evolution of pressure (shown in Fig. 2) in qualitative agreement with the available observations (Sicardy et al., 2016;367

Gladstone et al., 2016), reaching a mean surface pressure of 1.1 Pa in July 2015.368

Fig 1 shows the corresponding distribution of ice and subsurface temperature in 1988. In this simulation, the heat369

stored in the southern hemisphere during the previous southern hemisphere summer keeps the surface temperature370

above the nitrogen frost point, and nitrogen ice is only found in the “Sputnik Planum”-like basin.371

The albedo of the surface CH4 ice deposits was set to ACH4 = 0.5 and its emissivity to εCH4 = εN2 = 0.85.372

In 1988, Methane frost covers most of the planet except for an equatorial belt which remain frost free and dark (the373

albedo and emissivity of the ice-free surfaces were set to A = 0.15 and ε = 1) in agreement with the observations374

(Stern et al., 2015; Grundy et al., 2016).375

3.4.2. Alternative simulation, with N2 condensation at the south pole376

It is possible that nitrogen is condensing in the south polar region in 2015. In that case, we show in this paper377

that Pluto’s atmospheric circulation would be very different than without winter condensation, because of the induced378
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a) REF in 1988 (No South Pole N2 condensation) b) ALT in 2005 (With South Pole N2 condensation)

N2 ice (+ CO & CH4)

CH4 frost (no N2)

Bare ground

Figure 1: Maps of surface ice distribution and topography at the beginning of the reference and alternative simulations presented in this paper. The
black lines show the asssumed topography contours (km). a) : Initial state of the reference simulation with no N2 condensation in the south polar
region, in Earth year 1988. This state is the outcome of a 40,000-Earth-years simulation performed with the reduced 2D model. b): Initial state of
the alternative simulation with N2 condensation in the south polar region, in Earth year 2005. This state is derived from the reference simulation
state in 2005, with nitrogen added between 35◦N and 48◦N and subsurface temperature poleward of 65◦S decreased by 0.5 K.

North-south condensation flow. However, to be consistent with the evolution of surface pressure inferred from the379

stellar occultations since 1988, this winter condensation must be balanced by sublimation of nitrogen frost outside380

our modeled Sputnik Planum. In fact, New Horizons observations suggest that mid-northern latitude nitrogen frost381

deposits were present on Pluto in 2015 (Grundy et al., 2016).382

Within that context we designed an artificial, alternative simulation by taking a modeled state from the first refer-383

ence simulation at the end of 2005, with two modifications. First, we added a layer of nitrogen ice in a latitudinal belt384

between 35◦N and 48◦N. Second, we decreased the subsurface temperature poleward of 65◦S by 0.5 K to induce ni-385

trogen condensation. This value was chosen in order to maintain an evolution of pressure similar to the first reference386

run, as shown in Fig. 2. All other modeled parameters are the same as in the reference simulation.387

4. Model results: Temperatures and winds388

4.1. Surface temperatures and low level winds389

4.1.1. Surface temperatures390

Fig 3 shows maps of surface temperatures and winds at 20 m above the surface at various times of the day for391

our different simulations. The epoch corresponds to July 2015, the time of the New Horizons encounter. In these392

simulations, surface temperatures range between 36.6 and 48 K. The lowest values correspond to the N2 frost point393

around 1 Pa. The highest temperatures are more model dependent, and vary with the assumed diurnal thermal inertia394

Iday. Daytime surface temperatures reach 57 K in GCM runs, assuming Iday = 20 J s−1/2 m−2 K−1 (as reported by395

Lellouch et al., 2011b) instead of Iday = 50 J s−1/2 m−2 K−1, as assumed in our baseline simulations.396
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Figure 2: Evolution of the pressure at r = 1215 km from the planet center (Top) and of the global mean surface pressure (Bottom) in the reference
simulation with no south pole N2 condensation (red solid line) and in the alternative simulation with south pole N2 condensation (blue dashed line)
starting at the end of 2005. The black dots with error bars show the pressure data at r = 1215 km obtained by stellar occultations, as compiled by
Sicardy et al. (2016).
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4.1.2. Slope winds397

On flat surfaces and where nitrogen condensation-sublimation flows are negligible, wind velocities at 20 m remain398

well below 1 m s−1. In particular surface temperature gradients do not induce significant thermal circulations. As on399

Mars however, slopes can create significant downward katabatic winds resulting from the fact that the surface is much400

colder than the atmosphere. The air close to the slopes is cooled and tends to flow down because it is denser than the401

air away from the slope at the same level. Fig 4 illustrates the formation of such winds on two (hypothetical) 4-km402

high, 800-km wide mountains. The wind at 20 m above the surface reaches 4 m s−1. Because the atmosphere is always403

warmer than the surface, and because of its long radiative timescale, the diurnal variations of surface temperature have404

a limited effect on the katabatic winds which only increase by 20 % during the night compared to the day. Downward405

katabatic winds can also be observed on the modeled Burney and Guest craters at 45◦N in Fig 3, left column.406

4.1.3. Surface winds induced by condensation-sublimation flows407

Wind velocities larger than several meters per second can also result from the condensation and sublimation of408

nitrogen. In our reference circulation (with no condensation at the South pole), this only occurs in the modeled409

“Sputnik Planum” area. If one assume a flat topography (Fig 3, center column), intense inward flows form during410

the night when N2 condenses, and outward flows are predicted when N2 sublimes during the afternoon. In a more411

realistic simulation taking into account the topographic depression in Sputnik Planum (Fig 3, left column), this effect412

is combined with the slope winds on the sides of the basin. During the night, when N2 condenses, both slope winds413

and condensation flows contribute to create winds flowing into the modeled Sputnik Planum. During the day, however,414

the outward sublimation flow is damped by the opposite katabatic flow.415

In our alternative model (Fig 3, right column), N2 condenses in the south polar region and this sink is balanced416

by the sublimation of mid-northern latitude N2 deposits. This creates planetary scale condensation flows from the417

northern hemisphere toward the south pole, and from the dayside toward the nightside. The wind at 20 m reaches418

several meters per seconds over most of the planet. In both hemisphere its direction is affected by the Coriolis force,419

which prevents the atmosphere from flowing directly southward.420

4.2. Atmospheric temperatures421

4.2.1. Zonal-mean temperatures422

Fig. 5 presents the zonal-mean and global-mean atmospheric temperatures. As found by Toigo et al. (2015), the423

horizontal gradients of temperature are very small because of the long radiative timescale. In particular, the meridional424

variations in temperatures are less than 1 K. In our reference simulation with no south pole N2 condensation, the425

atmospheric concentration of methane is realistic (see Section 5.1), and the mean temperature profile is in acceptable426

19



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

a) No South Pole N2 condensation b) Same with Flat topography c) With South Pole N2 condensation

1

Figure 3: Maps of surface temperature and winds at 20 meters above the surface in July 2015 at different local times for 3 simulations: a) the
reference simulations with no N2 condensation at the south pole, b) The same simulation with flat topography (started from the reference run on
Juanuary 1st, 2015, and analyzed on July 14, 2015) c) the alternative simulation with N2 condensation at the south pole. From top to bottom,
the local time LT in the middle of the map (longitude 180◦) is 3:00, 9:00, 15:00 and 21:00, with LT (hours) = [longitude (◦) - subsolar point
longitude (◦)]/15 + 12
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a) b)

Figure 4: Maps of surface temperature and winds at 20 meters above the surface in July 2015 in the sub-charon hemisphere, where two artificial
4000 m-high mountains has been added to illustrate the formation of downward slope winds on Pluto. The topography is shown by white contours.
The local time at longitude 0◦E is 3:00 (nighttime) and 15:00 (daytime).

agreement with available observations (Hinson et al., 2015b; Gladstone et al., 2016; Dias-Oliveira et al., 2015), except427

that above 160 km modeled temperatures are 10 to 15 K higher than reported. The thermal structure produced428

in our alternative simulation with South pole N2 condensation is even warmer, because of the excessive methane429

concentration in this simulation, as explained in Section 12.430

4.2.2. Comparison with the observed REX profiles431

In Fig. 6, the simulated temperature profiles are compared in more details with the New Horizons REX radio-432

occultation profiles obtained at two locations on opposite sides of Pluto. The modeled profiles are taken at the same433

location and time, except that the ingress profile is shifted from latitude 17.0◦S to 7.5◦N, in order to locate it just inside434

the modeled Sputnik Planum basin. Indeed, on the real Pluto the ingress profile corresponds to a location just above435

the southern tip of the Sputnik Planum depression, above a surface covered by nitrogen ice. At the same coordinates436

in our model, we are outside the basin and the surface is frost free. However, we found that taking into account the low437

topography and N2 coverage is key to understand the differences between the two REX profiles. We plot the modeled438

temperature profiles as a function of altitude above the surface. This creates an apparent shift in temperatures (the439

profiles are much more similar when shown in pressure coordinates) which contributes to the apparent differences440

reported in the observations.441

Of special interest are the lowest kilometers of the simulated ingress profiles which exhibit a low temperature layer442

analogous to the bottom of the observed ingress profile. Which process creates this layer? To better understand this443

behaviour, and possibly interpret the observations, we show in Fig 7 the diurnal evolution of the atmospheric profile444

in the lowest 4 km in different modeled configurations. In the reference simulation, the atmospheric temperature in445
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a) Reference: No South Pole N2 condensation b) Global mean c) Alternative: With S. Pole N2 condensation

— Ref

— Alt

1

Figure 5: Zonal-mean temperatures (K) in (a) the reference and (c) the alternative simulations in July 2015. The central plot (b) shows the global
mean temperature profiles.
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the Spunik Planum basin varies with local time, with coldest temperatures in the afternoon. This results from the446

sublimation of nitrogen ice when the sun heats the area, as proposed by Hinson et al. (2015a). In fact, the volume of447

gas involved in the condensation-sublimation cycle is considerable in our model. Fig. 8 shows the nitrogen ice budget448

in the modeled Sputnik Planum basin at 7.5◦N and 45◦N. At this last position, about 230 g m−2 of ice sublimates449

every Pluto day in 2015. As shown on the right axis of Fig. 8, this corresponds to more than 2500 m3 of N2 gas per450

square meter. At 7.5◦N, the solar flux is weaker in 2015 and the daily N2 ice budget corresponds to a net gain in N2451

ice (net condensation). Nevertheless, every afternoon the equivalent of 800 m3 per square meters is injected into the452

atmosphere. Moreover, in the GCM the large amount of cold N2 gas produced at higher latitude (where the insolation453

is higher) is spread throughout the basin in the lowest kilometers. In fact, in the alternative simulation this process454

contributes to increasing the amount of cold air present in the modeled Spunik Planum basin (Fig. 7b), adding the455

freshly-sublimed cold N2 gas transported from the N2 ice belt at 35◦N (as seen on Fig. 3, right column, local time456

15:00 and 21:00).457

Interestingly, as shown in Fig. 7c, a simulation performed without taking into account the topographic depression458

in the modeled Spunik-planum does not create a significant cold layer. Two facts explain that. First, the freshly-459

sublimed N2 gas is efficiently transported away as discussed above (and as seen on Fig. 3, mid-column). Second,460

in an atmosphere with radiative timescale as long as Pluto, in a local topographic depression the temperature lapse461

rate is not as steep as on average because temperatures tend to be homogeneous at a given pressure level. This is462

illustrated on Fig. 7d which shows the temperatures at the bottom of the basin in a simulation with N2 condensation463

and sublimation completely switched off. Without N2 sublimation, the air is not as cold as in the reference simulation,464

but at a given altitude above the surface, temperatures in the basin remain 5 to 10 K below what they would have been465

outside (compare Fig. 7c and Fig 7d).466

4.2.3. Thermal tides and waves467

Stellar occultations have shown that vertical profiles of density fluctuations in the atmosphere of Pluto often468

exhibit wave-like structure (e.g. Elliot et al., 2003b; Person et al., 2008) with an amplitude of a few percent and469

vertical wavelengths of a few kilometers. On the basis of theoretical calculations, Toigo et al. (2010) suggested that470

such waves could correspond to the tidal response of Plutos atmosphere to solar-induced sublimation breathing from471

N2 frost patches. Here we briefly examine the type of wavelike structure present in the temperature profiles generated472

by our GCM. Note, however, that the horizontal and vertical resolution used in the GCM simulations is unlikely to473

capture waves with vertical wavelengths smaller than ∼ 20 km.474

Fig. 9a presents the 4-sols evolution of the difference between instantaneous temperatures and 1-Pluto-day gliding475

averages at 0◦E - 0◦N in our reference simulation. The observed temperature excursions are lower than 0.2 K. Nev-476
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a) New Horizons REX observations b) No South Pole N2 condensation c) With South Pole N2 condensation

1

Figure 6: Comparison of the two temperature profiles retrieved by the New Horizons REX experiment (Hinson et al., 2015b; Gladstone et al., 2016)
at 193.5◦E, 17.0◦S and Local time 16:31 (red) and 15.7◦E, 15.1◦N and Local time 04:42 (blue) with GCM results. The model data are taken at
the same location and time, except for the profile at latitude 17.0◦S which is shifted to 7.5◦N in order to locate it just within the modeled Sputnik
Planum basin filled with N2 ice, as it is the case in reality (see text).
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a) Reference b) With South Pole N2 condensation

c) Flat topography d) No N2 condensation/sublimation

Figure 7: Diurnal variations of atmospheric temperature in the lower atmosphere at 193.5◦E-7.5◦N (at the bottom of the modeled Sputnik Planum
basin) for (a) the reference simulation (without South Pole N2 condensation), (b) the alternative simulation (with South Pole N2 condensation), (c)
a version of the reference simulation with a flat topography, and (d) No N2 condensation/sublimation at all on the planet. The simulations with flat
topography and No N2 condensation/sublimation were started from the reference run initial state on January 1st, 2015, and analyzed on July 14,
2015.

a) Latitude: 7.5◦N b) Latitude: 45◦N

Figure 8: Diurnal variation of the surface N2 ice loading at two different latitudes in the modeled “Sputnik Planum” basin in July 2015. The right
axis illustrates the corresponding volume of N2 gas, assuming a pressure of 1 Pa and a temperature of 40 K. The different line colours correspond
to different kinds of simulations: reference (blue), alternative with South pole N2 condensation (black, partly hidden by the blue line), and with a
flat topography (red). The curves do not loop (i.e. the values at 24:00 differ from the values at 0:00) because every Pluto day the integrated surface
budget corresponds to a net gain of N2 ice by condensation at 7.5◦N and a net loss by sublimation at 45◦N, where the incident solar flux is stronger
than at 7.5◦N.
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a) No South Pole N2 condensation b) With South Pole N2 condensation

Figure 9: Temperature anomaly (difference between instantaneous value and diurnal average) at 0◦E - 0◦N in the reference and alternative simula-
tions in July 2015. Thermal tides are clearly visible in the reference simulation, whereas the alternative simulation is characterized by atmospheric
barotropic waves (see text).

ertheless, they are characteristic of upward atmospheric thermal tides, with, below 80 km, diurnal, wavenumber=1477

thermal tides with a vertical wavelength around 20 km and a downward phase velocity. Above 150 km, semi-diurnal478

wavenumber=2 tide with much longer vertical wavelengths start to dominate. As predicted by Toigo et al. (2010), the479

source of the tides is the diurnal N2 condensation-sublimation cycle of the N2 ice: Tidal amplitude are 4-times weaker480

if N2 condensation-sublimation processes are switched off.481

Fig. 9b presents the same anomaly plot in the alternative simulations with N2 condensation occuring at the south482

pole. The amplitude of the waves are significantly larger, reaching more than ±1 K around 120 km. However, a careful483

examination of Fig. 9b reveals that the period of the stronger waves is not 1 nor 0.5 Pluto day. These are not thermal484

tides: the same waves are present in simulations forced by a diurnally-averaged insolation (no diurnal cycle and no485

tides). These waves appear to be barotropic waves produced by a southern polar jet, as described in Section 4.3.2.486

4.3. Atmospheric circulation and waves487

Fig. 10 shows cross-sections of the average zonal (west-east) and meridional (south-north) winds in our two488

baseline simulations.489

4.3.1. Reference Case without N2 condensation at the south pole,490

In the reference case with no condensation-flow induced by N2 condensation at the south pole, the circulation is491

relatively weak with slow retrograde zonal winds in the northern hemisphere and the equatorial regions (Fig. 10a).492

This circulation remains unchanged with a flat topography, no diurnal cycle, or when N2 condensation and sublimation493

processes are switched off. It can be explained by the north-south latitudinal gradient of solar heating rates. It induces494

a very small temperature contrast between the spring and fall hemisphere and, in turn, forces weak zonal winds495
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corresponding to the thermal wind balance. Consistently, the weak meridional circulation (Fig. 10c) is characterized496

by a cell centered at the equator (where the Coriolis force is null) between 80 and 140 km, with the upper branch497

flowing from the sunlit hemisphere toward the polar night hemisphere.498

4.3.2. Alternative case with N2 condensation at the south pole,499

The circulation is profoundly influenced by the North-South condensation flow if N2 condenses in the South polar500

regions.501

If N2 ice deposits were covering the entire northern polar regions (which is not observed) and the southern hemi-502

sphere condensation much more intense, the condensation flow would be very strong. As obtained in some of our503

past simulations (not shown) and as reported in some scenarios analysed by Toigo et al. (2015) (see their Fig. 11504

and 18), the meridional circulation would be characterized by a global flow from the northern hemisphere to the505

southern hemisphere. In such conditions, the zonal circulation is characterized by a global “retro-superrotation” with506

retrograde winds at most latitude. Such winds result from the conservation of angular momentum of the air particles507

as they flow from the sunlit pole to the polar night above the equator, where they are farther from the rotation axis508

than where they started from.509

In our simulations however, the North-South condensation flow remains limited compared to this extreme case.510

We consider that this is in better agreement with the observations because 1) outside Sputnik Planum the N2 ice frost511

deposits are limited to patches around 45-60◦N (Grundy et al., 2016), and 2) because the south pole N2 condensation512

cannot be very intense in 2015 since Pluto’s surface pressure has been increasing in recent years.513

With the realistic assumptions made in our “alternative” simulation, the meridional circulation remains weak514

(Fig. 10d) and strongly modulated by waves (see below). The overall transport pattern is southward, as revealed when515

analysing tracer transport (Bertrand and Forget, 2016).516

The zonal wind is charaterized by an intense prograde jet-stream poleward of 40◦S and a prograde superrotation517

at most other latitudes (Fig. 10c). The high-latitude jet is a classical feature of terrestrial atmospheres, and likely518

result here from the poleward condensation flow and the conservation of angular momentum. Superrotation is more519

surprising. It is observed on Venus and Titan and has been the subject of many studies (see, e.g. Lebonnois et al., 2010,520

and references therein). In these cases, superrotation is considered to primarily result from the so-called Gierasch-521

Rossow-Williams mechanism (from Gierasch, 1975; Rossow, 1979). In this mechanism, waves, possibly generated by522

barotropic instabilities from the high-latitude jets, redistribute angular momentum equatorward. Preliminary analysis523

suggest that this is what is happening in our simulation. A study of the variations of the high-latitude jet show that it is524

subject to instabilities that create a wavenumber 1 wave that propagates eastward with a 0.5-0.8 Pluto day period. At525

60◦N, such waves are clearly visible at an altitude of 140 km in the temperature and meridional wind fields (Fig. 11b526
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REF: No South Pole N2 condensation ALT: With South Pole N2 condensation
a) Mean zonal wind (m s−1) b) Mean zonal wind (m s−1)

c) Mean meridional wind (m s−1) d) Mean meridional wind (m s−1)

Figure 10: Zonal-mean zonal and meridional winds (m s−1) in the reference and alternative simulations in July 2015.

and 11d). In Fig. 11c, the extension of this wave is mapped by plotting the meridional wind variability as a function527

of latitude and height. One can see that it propagates to all latitudes, and notably to the equator, where the signature in528

the thermal field dominates the temperature variability (Fig. 11a). Similar results are obtained in model runs without529

a diurnal cycle or with a flat topography.530

In addition to the wind predictions published by Toigo et al. (2015), already discussed, our results can be compared531

with the results from the other Pluto GCM proposed by Zalucha and Michaels (2013) and Zalucha (2016). The532

comparison with Zalucha and Michaels (2013) is difficult to achieve because this version of their GCM did not yet533

include nitrogen condensation and because their modeled thermal structure was very different than what was observed534

on Pluto by New Horizons. In fact the updated version presented by Zalucha (2016) yielded completely different535

results. Her “Case 1”, in which a surface pressure of 0.8 Pa and 1% of CH4 is assumed, can be compared to our536

simulations. The zonal wind structure ressemble our reference simulation, suggesting that, for unknown reasons, the537

condensation flow is weak in this GCM in spite of the fact that Pluto is assumed to be covered by nitrogen ice.538
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Figure 11: Characteristics of the barotropic waves present in the simulations with South Pole N2 condensation inducing a condensation flow. a)
Hövmoller diagram of the temperature anomaly (difference between the local and the zonal-mean temperature) at 0◦N. b) Same at 60◦N. c) Zonal
average of the root-mean-square standard deviation of the local meridional wind from the zonal-averaged meridional wind. d) Hövmoller diagram
of the meridional wind anomaly (difference between the local and the zonal-mean wind, in m s−1) at 0◦N.
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5. Model results: CH4 and CO cycles539

5.1. Evolution and distribution of gaseous CH4540

Fig. 12 shows the global-mean mixing ratio of methane (determined from the ratio of CH4 and N2 column densi-541

ties) in our baseline simulations, and how this ratio varies over time. Fig. 12c shows the evolution of the global-mean542

mixing ratio of methane. The three red curves correspond to reference simulations (without poleward condensation543

flow) with methane volume mixing ratio inialized at 0.1%, 0.5% and 1% in 1988. One can see that in 2015 the results544

are still sensitive to the initialization, although the three simulations clearly converge toward a global mean value545

near 0.5 %. Fig. 12a and b present the zonal-mean methane abundances as a function of latitude and altitude in 2010546

(mid-point between the 2008 and 2012 observations by Lellouch et al., 2015) and 2015 (New Horizons). These fig-547

ures show that methane is not homogeneously distributed, notably because the high latitude deposits are increasingly548

heated and sublimed as the sub-solar point moves northward with time. As a result methane tends to be enriched in549

the lower atmosphere at high northern latitudes compared to the rest of the planet, but is otherwise vertically well550

mixed and near 0.5% at most altitudes. This is consistent with the observation analysis of Lellouch et al. (2015) who551

concluded that their data “imply a roughly uniform mixing ratio in at least the first 22−27 km of the atmosphere”,552

and that “high concentrations of low-temperature methane near the surface can be ruled out”. To compare with Earth-553

based near-infrared observations, one must nevertheless take into account the fact that such observations are biased554

toward the methane column near the sub-Earth-subsolar points for geometrical reason (Pluto is a sphere) and because555

this is where the insolation is maximum. Taking into account that the sub-Earth and subsolar points are always very556

close, we can estimate the apparent mixing ratio as seen from the Earth by performing an average of the local column557

mixing ratio weighted by the square of the cosine of the solar zenith angle. The apparent mixing ratio for the reference558

simulations started with 0.5 % CH4 is shown in green on Fig. 12c. The difference with the global-mean value remain559

small and has only become significant recently with the local increase of methane above the North pole.560

On the same Figure 12c, the blue dashed curve shows the evolution of the global-mean methane in the alternative561

scenario (with N2 condensing at the south pole) starting in 2005. Fig. 12d show the corresponding methane abundances562

as a function of latitude and altitude in 2015. One can see that the methane content is larger and still increasing in563

this simulation. This results from the stronger near-surface winds induced by the condensation flow, and the fact564

that the near-surface mixing is directly proportional to the horizontal wind as formalized in Equation 8 presented in565

Section 2.5.566
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Latitude Latitude

c) Evolution of mean CH4 vol. mixing ratio d) ALT: CH4 in 2015 with south pole N2 condensation

Date on Earth (year) Latitude

Figure 12: a) - b): Zonal mean methane volume mixing ratio (%) in the reference simulation (without south pole N2 condensation and [CH4]
initially at 0.5% in 1988) in 2010 and 2015. c): Evolution of the mean volume mixing ratio: globally averaged with different initialization (red),
the apparent mixing ratio as seen from the Earth (green, see text) and in the alternative simulation with south pole N2 condensation started in 2005
(dashed blue). d): Zonal mean methane volume mixing ratio (%) in the alternative simulation (with south pole N2 condensation) in 2015.
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5.2. Formation of CH4 ice clouds567

Fig 13 shows maps of methane ice clouds in our reference and alternative simulations at various local time in July568

2015. In both simulations, atmospheric condensation is induced by the subliming nitrogen ice on the surface. On the569

dayside, freshly-sublimed nitrogen gas tends to cool the atmosphere nearby and trigger methane condensation in the570

first hundreds of meters above the surface, as illustrated in Fig 14. In the alternative simulations with surface N2 ice571

between 35◦N and 48◦N, the cold air and the clouds particles are transported by the sublimation flows (see Fig 3, right572

column) and can extend outside the N2 ice covered regions, reaching 20◦N and 75◦N.573

5.3. CO cycle574

Fig. 15 shows the evolution of the carbon monoxide mixing ratio as a function of time since 1988. The red curves575

correspond to the global-averaged mixing ratio for three different initial values (0%, 0.05%, 0.1%). Clearly, the three576

simulations have not converged but one can estimate that the system evolves toward a mean mixing ratio near 0.03%.577

A mixing ratio of 0.03% is in acceptable agreement with the 0.05+0.01
0.025 % reported by Lellouch et al. (2011a) from578

telescopic observations performed in 2010, and of the same order of magnitude as the 0.0515 ± 0.004% just retrieved579

by Lellouch et al. (2016) using the ALMA interferometer on June 12-13, 2015.580

In details, the CO cycle is dominated by a condensation-sublimation cycle inside Sputnik Planum. For instance581

in 2015 there is a net flux from the northern part and the center part of Sputnik Planum to the southern part where582

nitrogen is condensing along with CO. We do not show here the spatial distribution of CO since we have found that583

CO is usually very well mixed with N2. As a consequence, the apparent CO mixing ratio as seen from the Earth (green584

curve in Figure 15) is very close to the global mean.585

When the alternative simulation is started in 2005 with N2 condensing in the high southern latitudes (blue lines586

in Figure 15), the CO mixing ratio rapidly decreases to reach values below 0.03%. This is even the case when we587

assume that all mid-northern latitude N2 frost deposits contains 0.3% of CO. In these conditions, the atmospheric CO588

appears to decrease below 0.03% because the ices that condense in the south polar cap tends to be enriched in CO, up589

to 0.05% at the pole.590

In reality, the mid-latitude N2 frost deposits have been observed by New Horizons to be strongly depleted of CO591

compared to Sputnik Planum (Grundy et al., 2016). If we take this into account and set the N2:CO mixing ratio to592

zero in these deposits, we obtain the evolution shown by the dashed blue line Figure 15, with an additional decrease of593

atmospheric CO down to less than 0.01% in 2015. One can guess that these values could be tuned up by increasing the594

assumed N2:CO ice mixing ratio in Sputnik Planum. This would still be consistent with the Merlin (2015)’s telescopic595

measurements since they included both Sputnik Planum and the mid-latitude deposits. Further work will be required596

to fully understand the long term CO equilibrium, its evolution, and the surface N2:CO mixing ratio.597
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Figure 13: Maps of methane ice clouds mass (10−6 kg per m2) in July 2015 for the reference and alternative simulations for different local times at
center of the map (180◦E). The black contours show the atmospheric temperature 20 m above the surface.
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a) REF: Lon=180◦E, LT=15:00 b) ALT: Lon=0◦E, LT=15:00

Figure 14: Methane clouds as a function of latitude and altitude above the surface, around July 14 2015, in a) the reference simulation (N2 only
in Sputnik Planum) at longitude 180◦E and Local Time 15:00, and b) the alternative simulation (with surface N2 ice between 35◦N and 48◦N) at
longitude 0◦E and Local Time 15:00.

Figure 15: Evolution of the mean volume mixing ratio of gaseous carbon monoxide. The red curves present the globally averaged values with
different initialization. The green curve shows the apparent mixing ratio as seen from the Earth. The blue curves shows the global mean mixing
ratio in the alternative simulation with south pole N2 condensation started in 2005 (see text).
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5.4. Conclusions598

The goal of this paper was to describe, for the first time, our new Global Climate Model of Pluto including the599

N2, CH4 and CO cycles. We presented two baseline simulations which can shed light on New Horizons observations,600

for instance to understand the low atmosphere temperature profiles measured by REX and the distribution of ices.601

However, this is just the beginning. One of our key conclusions is that the Pluto climate system is extremely sensitive602

to the assumed model parameters, such as the ice properties, the ground thermal inertia, or the topography. Many603

more studies will have to be performed to better simulate the reality and understand the processes at work. It will604

also be very useful to perform longer simulations, with higher model resolution, with a more realistic topography,605

etc... We hope that this GCM will be applied to many specific studies regarding clouds, hazes, frost deposits, seasonal606

evolution, and paleoclimates.607

APPENDIX: Computing mass, momentum and heat vertical fluxes induced by N2 condensation and sublima-608

tion in the GCM vertical coordinates609

In the GCM, the changes in atmospheric mass due to the condensation and sublimation of nitrogen are taken610

into account by modifying the surface pressure p0 at each timestep by: δp0 = −g
∑N

k=0 δmk, with N the number of611

atmospheric model layers and δmk the mass condensed (or sublimed if < 0) in layer k or at the surface (k = 0), as612

described in Section 2.6. This ensures the conservation of the total mass of N2 (surface caps + atmosphere).613

As described in Section 2.1, the vertical coordinate of each model layer is defined by its σl = pl/p0 coordi-614

nates. The changes in p0 due to the N2 condensation-sublimation induce “artificial” movements of the σ levels in the615

atmosphere. This must be reflected in the temperature and wind fields.616

Consider a layer l delimited by the levels σl− 1
2

and σl+ 1
2
. At each timestep, its mass Ml =

p0

g (σl− 1
2
− σl+ 1

2
) (in617

kg m−2) varies because of the global variation of p0. Such a variation δMl is associated with transfers of mass between618

the layers (on which one must add the sink corresponding to the local condensation −δml). The local mass balance619

may be written :620

δMl =
δp0

g
(σl− 1

2
− σl+ 1

2
) = Wl− 1

2
−Wl+ 1

2
− δml (19)

where Wl− 1
2

is the air mass (kg m−2) “transfered” through the level σl− 1
2

(> 0 when up) during the timestep. Equa-621

tions 19 can be rearanged to yield a recursive formula on W :622

Wl+ 1
2

= Wl− 1
2
− δml − δp0

g
(σl− 1

2
− σl+ 1

2
) (20)
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with, in the first layer:623

W 1
2

= −δm0 (21)

The knowledge of W can then be used to compute the exchange of heat and momentum between the layers. For624

cpT (enthalpy), the local heat balance can be written :625

δ(MlTl) = Wl− 1
2
T l− 1

2
−Wl+ 1

2
T l+ 1

2
− δml Tcl (22)

with T l− 1
2

the mean temperature of the gas transported through the σl− 1
2

interface. The calculation of T l− 1
2

is like626

in a classical transport problem. We use the “Van-Leer I” finite volume transport scheme (Van Leer, 1977; Hourdin627

and Armengaud, 1999). Separately, one can also write :628

δ(MlTl) = (Ml + δMl)δTl + TlδMl (23)

with δTl the correction to be applied at every timestep in each layer after the N2 condensation or sublimation.629

Eqs 22 and 23 may be combined to obtain δTl630

δTl =
1

Ml + δMl
[Wl− 1

2
(T l− 1

2
− Tl) −Wl+ 1

2
(T l+ 1

2
− Tl) − δml(Tcl − Tl)] (24)

The first two terms, with Wl− 1
2

and Wl+ 1
2
, correspond to the re-arrangement of the temperatures over the entire631

column due to the pressure variations in σ coordinates. The last term δml(Tcl − Tl) is negligible when N2 condenses632

or partially sublimes since we then have Tcl = Tl. However, when the N2 totally sublimes , it becomes a cooling term633

accounting for the mixing of the newly sublimed mass −δml with the rest of the layer at Tl > Tcl.634

On the ground, if δm0 > 0 (condensation), we set T 1
2

= T1. As mentioned above, the near-surface cooling of the635

condensing N2 gas from T1 to T0 is then taken into account in the surface energy balance. If δm0 < 0 (sublimation),636

we set T 1
2

= T0. The term δm0(T0 − T1) then accounts for the cooling of the lowest level by the freshly-sublimed637

nitrogen.638

Similarly, the momentum distribution must be re-arranged. For a wind component v, we shall simply write:639

δvl =
1

Ml
[Wl− 1

2
(vl− 1

2
− vl) −Wl+ 1

2
(vl+ 1

2
− vl)] (25)

with, on the ground, v 1
2

= v1 if δm0 > 0 and v 1
2

= 0 if δm0 < 0 (the velocity of the N2 gas that has just sublimed is640

zero).641
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